Travel Time Estimation on Arterial Roads using Probe Data and Bayesian Network Learning
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In this paper we are introducing a self learning tool for travel time estimation in signalized urban networks based on probe data. The main feature of this tool is, that it can be applied with a basic network description instead of a detailed modeling of the network structure. We show how probe data can be utilized to train a Bayesian network to forecast the travel time on a route along an arterial road. In the conclusion we take a critical look on the limitations of such a system and possible extensions to increase its performance.
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1. Introduction

Probe vehicles gained recently a lot of momentum in the traffic engineering world, since they allow in an ideal case a fully covered network status. However, due to the variety of individual drivers and their behavior a sufficient sample size is needed to extract reliable information.

In this paper, we are introducing a self learning tool for travel time estimation in signalized urban networks based on probe data. The main feature of this tool is, that it can be applied with a basic network description instead of a detailed modeling of the network structure. We utilize a Bayesian network to forecast the travel time on a route along an arterial road.

A Bayesian network (BN) is a special type of diagram (called a graph) together with an associated set of probability tables. The nodes represent variables, which can be discrete or continuous and the arcs represent causal relationships between variables. The key feature of BNs is that they enable us to model and reason about uncertainty, similar to models like neural nets, fuzzy control. In the BN we model this by filling in a probability table for each node. To find the so called Node Probability Tables or NPTs, there are several ways of determining the probabilities of any of the tables. The beauty of BBNs is that we are able to accommodate both subjective probabilities (expert knowledge) and probabilities based on objective data.

If a node has more than one parent node in the graph, additional conditional probability tables are needed. BNs make explicit the dependencies between different variables. In general there may be relatively few direct dependencies (modeled by arcs between nodes of the network) and this means that many of the variables are conditionally independent. The existence of unlinked (conditionally independent) nodes in a network drastically reduces the computations necessary to work out all the probabilities we require. In general, all the probabilities can be computed from the joint probability distribution. Crucially, this joint probability distribution is far simpler to compute when there are conditionally independent nodes. Imagine a large net with many dependencies and nodes that can take on more than two values. Doing the propagation in such cases is generally very difficult. In fact, there are no universally efficient algorithms for doing these computations (the problem is NP-hard). This observation, until relatively recently, meant that BNs could not be used to solve realistic problems. However, Rumelhart and McClelland [1] discovered propagation algorithms that were effective for large classes of BNs. With the introduction of software tools that implement these algorithms (as well as providing a graphical interface to draw the graphs and fill in the probability tables) it is now possible to use BNs to solve complex problems without doing any of the Bayesian calculations by hand. The most widely used BNs are the ones embedded in Microsoft's products as trouble shooter and technical support [2], and the Vista system, which is a decision-theoretic system that has been used at NASA Mission Control Center in Houston [3]. Others are medical diagnostic [4], traffic monitoring [5] and the Bayesian automated taxi [6].

In our approach, we use the BN to learn from actual probe data the values for stop and go patterns along the journey on an arterial road. The details will be described in the next chapter, followed by a feasibility test of such a system in undersaturated traffic conditions and a testing of the system performance under real world conditions. In the conclusion we take a critical look on the
limitations of such a system and possible extensions to increase its performance.

2. Methodology

Travel time in urban networks is largely determined by intersection delay. Along an arterial road we can observe patterns of arriving during the green phase and stopping at an intersection depending on the demand and signal control settings. In an ideal situation with well synchronized signal settings (green wave), a vehicle will experience no delay passing the trajectory. However, this situation one may only find in the middle of the night. On all other times, vehicles will experience a delay and that delay depends on the pattern of needed stops along the intersections of the arterial. Assuming a sequence of three intersections, there are $2^3 = 8$ possible patterns.

To identify the probability of these patterns to occur we feed the experienced patterns from probe vehicles to a Bayesian learning tool. In this study we used UnBBayes, a software package by Fernandez [7]. For the calculation of the conditional probabilities (see Figure 1) in the Bayesian network, UnBBayes utilizes the K2 Algorithm, which heuristically searches for the most probable belief network structure given a set of events to estimate conditional probabilities [8].

To create a self learning system, the Bayesian network is updated continuously with newly available probe vehicle records. In this way, we are able to grasp the average delays since outliers will have less and less influence. Since a probe vehicle must have completed the trip along the arterial before the data set can be fed to the Bayesian learning tool, there will be a time lag depending on the actual travel time of the journey.

Additional to the experienced stopping pattern, the delay at each intersection is recorded. The average delay of all probe vehicles for a specific intersection is stored. These delay values multiplied with the stopping probability of the intersection result into the expected delay time on a journey along the arterial road. Figure 2 illustrates the procedure.

In Figure 3 the Bayesian network for three intersections is illustrated. In comparison with the network from Figure 1, the conditional probability table contains now the 8 values for each demand level. We categorize the demand in 5 categories: very low, low, transition, congested, heavily congested. With this updated system we
are now able to take different traffic situations into account.

The system is designed to stabilize itself during runtime and to improve the estimation quality with the amount of collected probe vehicle records. If we assume laboratory conditions, this is legit, but considering the real world, the system has to be able to deal with incidents and changes in the network (e.g. maintenance works, signal plan changes). To cope with these changes, we are running two parallel systems. While the first system (main system) keeps track of all probe vehicle records, the second system (sub system) will flush its memory except for a minimum of information periodically. This gives new probe vehicle records a higher weight and adaptable to new situations. A comparison of both system estimates will reveal changes in the network (capacity changes) or signal changes. If the difference in both systems is detected over a time period t, the estimation procedure will be taken over by the second system and the first system gets flushed. In this case the roles of the systems switch.

Now we have a Bayesian network that calculates pattern probabilities depending on the demand level and stores average delay values. The calculation gets updated with every new vehicle record. The final step left to provide route travel time estimation is to sum up the expected delay and the free flow travel times between the intersections.

3. Feasibility study

To check if the described methodology leads to feasible results, a 1 km stretch of an arterial road was simulated. The stretch includes four intersections with signal control.

To collect the training data for the bayesian network, 7% of the vehicles were selected as probe vehicles and the network was simulated for a series of 10 different demand levels. Based on these simulation the data from each probe vehicle was extracted to determine the number of stops and the caused delay at each intersection. The results are shown in Figure 4 and Figure 5.

![Figure 4. Expecting numbers of stops per vehicle given the demand level from an upstream detector](image)

![Figure 5. Expected delays calculated from the probe vehicle records.](image)

While during low flow conditions the number of stops and the expected delay remain low, the stops and delay grow rapidly with the demand. While previous work only considered undersaturated conditions [9], this paper extends the work for higher flow rates.

Based on this, the developed system can now estimate the expected travel time on the arterial stretch, with only the demand of an upstream detector. To evaluate the system we simulated the arterial road again with a typical peak hour demand as shown in Figure 6.

![Figure 6. Demand profile of a peak hour for the simulation of the arterial road stretch.](image)

During the simulation the actual travel time of each vehicle was recorded and is plotted in Figure 7. As one expect, the variation of individual travel times is high and the estimation of the travel time for traveler information systems can only provide average travel times.
Now, with the record of the upstream detector during the simulation, we fed the system to estimate the expected travel time. Figure 8 is showing the comparison between the data.

The system is able to give a good estimation of the experienced travel times. Certainly it does not cover the whole range, but gives a good estimation of the average travel times. To improve the result, one can take into account the change in the demand level and interpolate the expected travel time between these levels. The interpolation should take into account the update cycle of the traveler information system as well as the expected travel time itself.

Further simulations using two parallel systems to detect and react on anomalies in the traffic conditions or changes to the network structure (e.g. maintenance sites, signal program changes) did not lead to further information than already described in the original work by Dias [9].

5. Conclusions

In this paper we have described the setup and methodology of a self learning system to estimate the travel time on an arterial road stretch based on probe vehicle records. While the system learns continuously from incoming probe vehicle data, which can be performed offline, only needs real time detector counts to estimate the expected travel time.

The results we have presented show that the system is capable to forecast accurately the average travel times and can be used for traveler information systems. The detector counts can additionally be used to indicate the travel time development, either by a simple indication (e.g. increasing or decreasing demand) or by interpolating the shown travel time between the changing demand levels.

A critical reader might point out that the probe vehicle information needed (stopping pattern and delay) is difficult to extract. However, since this data can be collected and uploaded to the system offline, it is possible to use an in car equipment that uses more than just a GPS system. Useful information could be collected for instance from a taxi company fleet. Further research however could investigate the possibility to apply less location precise probe vehicles.
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